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Although the configurations of facial muscles that humans perceive vary continuously, we often represent emotions as categories. This suggests that, as in other domains of categorical perception such as speech and color perception, humans become attuned to features of emotion cues that map onto meaningful thresholds for these signals given their environments. However, little is known about the learning processes underlying the representation of these salient social signals. In Experiment 1 we test the role of statistical distributions of facial cues in the maintenance of an emotion category in both children (6–8 years old) and adults (18–22 years old). Children and adults learned the boundary between neutral and angry when provided with explicit feedback (supervised learning). However, after we exposed participants to different statistical distributions of facial cues, they rapidly shifted their category boundaries for each emotion during a testing phase. In Experiments 2 and 3, we replicated this finding and also tested the extent to which learners are able to track statistical distributions for multiple actors. Not only did participants form actor-specific categories, but the distributions of facial cues also influenced participants’ trait judgments about the actors. Taken together, these data are consistent with the view that the way humans construe emotion (in this case, anger) is not only flexible, but reflects complex learning about the distributions of the myriad cues individuals experience in their social environments.
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Faces offer rich, salient sources of information for guiding judgments and behaviors. Human faces contain over 40 muscles that contract and relax in patterns, producing configurations that individuals use to infer the mental states of others. In principle, a human face can generate approximately 16 million muscular combinations. Because of this staggering amount of information, individuals must learn to attend to and ignore an extraordinary amount of information from their environments in order to successfully and rapidly understand the communicative signals in emotion displays. The classical view in human development holds that initial perceptual categories of facial expression are evolutionarily preserved (Ekman, 1992; Grossmann, 2015; Shariff & Tracy, 2011). The contrasting hypothesis is that humans can detect and track variations in the distribution of signals in environments, and use this probabilistic information to construct and flexibly update facial expression categories based upon their sensory and social experiences (Barrett, 2017; Clore & Ortony, 2013; Pollak & Kistler, 2002). Yet, little data exists about how children could come to synthesize the vast range of facial movements in a coherent way that represents functionally meaningful patterns from their environments.

The current experiments test whether probabilistic information in environments influences how individuals make judgments about other people’s emotions. In addition, we examine whether learning exerts differential levels of influence earlier versus later in development by contrasting the performance of children and adults. Plasticity might be expected in children, but we reasoned that if such learning effects exist in mature individuals, it would suggest that emotion categories remain fluid.
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From infancy, faces capture human attention, and facial configurations are often represented as reflecting emotion categories (Cong et al., 2018; Diamond & Carey, 1986; Frank, Vul, & Johnson, 2009; Pollak, Messner, Kistler, & Cohn, 2009; Pourotis, Schettino, & Vuilleumier, 2013; Russell & Bullock, 1986; Susskind, Littlewort, Bartlett, Movellan, & Anderson, 2007). These categories allow observers to respond to faces quickly by ignoring variability in facial movements to make general judgments about emotion signaling (Campanella et al., 2002; Etoff & Magee, 1992). For example, observers will not perceive a gradual transition from low to high muscle activation as a linear, continuous change, but will instead perceive a qualitative shift in the facial configuration at the point where a person appears to have become “angry” (Calder, Young, Perrett, Etoff, & Rowland, 1996; Campanella et al., 2002; Pollak & Kistler, 2002; Wood, Lupyan, Sherrin, & Niedenthal, 2016). The location of this shift is known as the category boundary, and it has important implications for how the observer will respond to another person’s emotion signaling.

Despite ample behavioral (Etoff & Magee, 1992) and neural (Campanella et al., 2002) evidence that emotions can be represented categorically, it is not well understood how these categories are acquired, whether these categories are stable, and whether these categories reflect the statistical distributions of the emotion cues that individuals observe. The amount of emotion-related information to be attended to and ignored is so vast that rudimentary cues that individuals observe. The amount of emotion-related information to be attended to and ignored is so vast that rudimentary
categories that convey emotion. While there is evidence to suggest that categorization of facial emotions may require such flexibility, the focus of the present investigation is on anger. Categorical representations of facial anger may be particularly dependent on the social environment given the potential costs of failing to detect threat signals (Pollak & Kistler, 2002).

To date, the role of learning during repeated exposure to varying intensities of facial emotions has not been examined. Additionally, it is unknown whether children and adults would differ in emotion category flexibility to such exposure. On the one hand, children are characterized by flexibility in their learning, while adults tend to rely more heavily on top-down processes (e.g., Gopnik et al., 2017). This reasoning might suggest that children would be more likely to shift category boundaries in a brief learning episode. On the other hand, adults have greater experience with interpreting and responding to facial configurations across multiple contexts. This expertise may allow them to be more successful at integrating contextual cues that they should shift their category boundaries. Therefore, it is unknown whether statistical distributions of emotion cues can influence category boundaries, and, if so, whether such flexibility operates robustly in both childhood and adulthood.

**How Might People Update Emotion Categories?**

Research on categorization in children and adults—and in machine learning applications—identifies two overarching types of learning, namely supervised and unsupervised learning (Love, 2002). One way that individuals might learn about emotion categories and category boundaries is through explicit instruction. Though not immediately obvious, some societies do explicitly teach children how to categorize emotions. For example, many North American preschools display posters depicting what different “feelings” ought to look like. In other forms of explicit teaching, adults may label emotions for children during nonverbal expressions (“Look, Johnny is crying, you made him feel sad”; Ahn, 2005; Gordon, 1991; Pollak & Thiots, 1989). We can think of this as supervised learning, as it involves incorporating feedback about whether the observer’s initial interpretation of a facial display was correct. Supervised learning likely plays a role in emotion understanding across development. As one example, the extent and circumstances under which children experience shame versus guilt are tied to overt aspects of parenting practices and socialization (Eisenberg, 2000).

However, much of human learning is thought to be unsupervised (Fisher, Pazzani, & Langley, 2014). Whereas supervised learning relies on information being directly provided to the learner, unsupervised learning happens in the absence of explicit information or feedback. During unsupervised learning, the learner extracts statistical distributions from their environment to acquire meaningful categories. Attention to statistical distributions is essential in domains in which it would be infeasible to acquire all needed information through explicit, supervised learning. For example, unsupervised learning aids in aspects of language acquisition such as phonemic discrimination and word segmentation (Maye, Werker, & Gerken, 2002; Safran, Newport, & Aslin, 1996), where children could not be provided with sufficient explicit labeling of relevant distinctions between stimuli.

The relative contribution of supervised and unsupervised learning has been examined for artificial category formation of novel stimuli in children and adults (Kalish, Rogers, Lang, & Zhu, 2011; Kalish, Zhu, & Rogers, 2015). For example, in one study, 4–8-year-old children updated their category boundaries via unsupervised learning even when their original category boundaries were established through supervised learning (Kalish et al., 2015). In a similar experiment, adults changed their previously formed category boundaries based on exposure to statistical distributions that differed from the original, labeled (i.e., supervised) distribution (Kalish et al., 2011). However, these previous studies, by design, created completely novel stimuli, so that participants do not enter the experiment with a priori knowledge or expectations about how to categorize each exemplar. Scientists understand less about how these general learning mechanisms might operate on purportedly privileged biological stimuli, such as human facial configurations that convey emotion. While there is evidence to suggest that unsupervised exposure to facial expressions sharpens already-existing category representations of emotions (Huelle, Sack, Broer, Komleva, & Anders, 2014), it is unclear if unsupervised learning can also shift those category representations within a feature space.

**Present Experiments**

In Experiment 1, we tested whether probabilistic information influences an individual’s representation of emotions. We predicted that category boundaries between emotions would be malleable and would reflect the distribution of facial configurations
encountered. We expect that statistical learning plays a role in the continual updating of category boundaries for all facial expressions. In the present work we test this idea using anger, because prior evidence suggests long-term social environments contribute to individual differences in category boundaries for anger (Pollak & Kistler, 2002). If participants are able to use distributional information of perceptual cues to alter their anger category boundary, even in a brief timeframe, this would suggest that the functional boundaries between facial configurations are flexible, and that this category can update according to social contexts. Testing both children and adults, as has been done in research on supervised and statistical learning of novel categories (Kalish et al., 2011, 2015), allowed us to test for developmental differences in emotion category malleability. If both children and adults update their categories based on extant cues, then we will have evidence that emotion representations remain flexible into maturity. Experiments 2 and 3 extend Experiment 1 by examining the robustness of the learning mechanisms in adults, and begin to assess whether shifts in these learned categories have functional significance in terms of participants’ interpretation of facial signals.

**Experiment 1**

For all experiments, we report how we determined our sample size, data exclusions, all manipulations, and all measures. The experiment, dataset, R code, and stimuli files for all experiments are available online (https://osf.io/ycb3q/).

**Method**

**Participants.** Ninety-one children (44 female, 47 male; age range = 6–8 years, $M_{age} = 7.52$ years, $SD_{age} = 0.92$ years) and 105 adults (75 female, 23 male, 7 unreported gender; age range = 18–22 years, $M_{age} = 18.61$ years, $SD_{age} = 0.95$ years) participated in this experiment. Children ages 6–8-years-old were chosen because they have shown sensitivity to supervised and unsupervised learning in previous research using novel stimuli (Kalish et al., 2015); additionally we aimed for 30 participants per condition per age group (three between-subjects conditions), which exceeded sample sizes of this previous research. Two additional children were excluded due to a program error. Children were recruited from the community in a large Midwestern city (9% African American, 3% Asian American, 1% Hispanic, 5% multiracial, 79% White, 2% did not report race). Adults were undergraduates at a large university in the same city who participated for course credit. Adult participants and parents of child participants gave informed consent; children gave verbal assent. Parents received $20 for their time and children chose a prize for their participation. The Institutional Review Board approved the research.

**Face stimuli.** Stimuli included images of facial emotions for one female model (Model #10) selected from the MacArthur Network Face Stimuli Set (Tottenham et al., 2009). The selected model’s facial expressions were morphed in increments of 5% from a 100% neutral expression (i.e., 0% angry) to a 100% angry expression of emotion, creating 21 equally spaced images (stimuli from Gao & Maurer, 2009; Figure 1). Stimuli were presented with PsychoPy (v1.83.04).

**Procedure.** Participants completed the task with an experimenter in a laboratory testing room. Instructions were presented on the screen and, for children, read by the experimenter. The experiment included three phases. The goal of the introductory phrase was to expose participants to the model and procedure, and to allow participants to practice the categorization task. The goal of
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**Figure 1.** Experiment 1 stimuli and sampling strategies used in the supervised learning and testing phases. Only a subset of the 21 morphed neutral-to-angry stimuli are represented in this figure. Percentages indicate the percent angry expression present in the morphed images: In other words, the “0%” image contained 100% neutral expression and 0% angry expression, while the “100%” image contained 0% neutral expression and 100% angry expression. The top gray rectangles illustrate the range of morphs (from 20% to 45% angry and 55% to 80% angry) used in the supervised learning phase, and the rectangles below illustrate the percent morphs (from 0% angry to 100% angry) used in each of the three conditions (representing shifted stimuli distributions) during the testing phase. Please note that the model depicted here is model #03 from Tottenham et al. (2009); model #10 was used in study (not depicted due to copyright regulations). See the online article for the color version of this figure.
the supervised learning phase was to train participants to a common category boundary. The goal of the testing phase was to assess whether participants shift the category boundary acquired during the supervised learning phase based on the statistical distribution of stimuli.

**Introductory phase.** Participants saw an image of the model (“Jane”) and were told, “Just like everyone, sometimes Jane feels upset and sometimes Jane feels calm. Today we need your help figuring out if Jane is upset or calm.” Participants were then presented with an image of the model and a computerized slider that allowed them to see all morphed facial expressions across the entire range from neutral to angry. Of note, the emotion labels, “angry” or “neutral” were never provided to participants in this task.

Next, participants saw an image of a red-colored room containing boxing equipment and a 100% angry morphed image of Jane and were told, “When Jane is feeling upset she likes to go to the red room and practice boxing.” Participants then saw an image of a blue-colored room containing a chair and books and a 0% angry (100% neutral) morphed image of Jane, with the instructions, “When Jane is feeling calm she likes to go to the blue room and read a book. We need you to help us figure out what room Jane should go to. If you think Jane is feeling upset, click the red button (left arrow) to put her in the red room. If you think Jane is feeling calm, click the blue button (right arrow) to put her in the blue room.” Adults used the arrow keys to respond; children used the arrow keys with red/blue stickers corresponding to the location of the room. The side of the screen where each room appeared was counterbalanced between participants.

Finally, to ensure participants understood the task, they completed six practice trials with labeled faces (e.g., “Jane is feeling upset. Which room should she go to?”), and the response options (i.e., red room and blue room) appeared in the bottom right and left corners. If the participant made an error, they received feedback (“Incorrect! Please try again”) and the trial was repeated until the participant responded correctly (when the participant responded correctly, they received the feedback, “Correct!”). The morphs presented during the introductory phase that were 0%, 10%, and 20% angry were labeled as calm, and the morphs that were 80%, 90%, and 100% angry were labeled as upset. All participants saw the same morphs, but the order was randomized between participants.

**Supervised learning phase.** All participants then completed the same 24 trials with “correct”?“incorrect” feedback in randomized order. Stimuli consisted of two repetitions of morphs ranging from 20% angry to 80% angry in 5% increments. The 50% morph was omitted in order to create a category boundary at the midpoint (see Figure 1). Correct responses were defined for stimuli less than 50% angry as “blue room” and stimuli greater than 50% angry as “red room.” Note that in this phase and the testing phase, the words calm and upset did not appear.

**Testing phase.** The testing phase directly followed the supervised phase and included 72 trials. Participants were randomly assigned to one of three between-subjects conditions (see Figure 1). In the unshifted condition, participants (n = 31 children, 35 adults) saw six repetitions of each morph ranging from 20% angry to 80% angry (50% morph omitted to create category boundary). In the anger shifted condition (n = 30 children, 37 adults), participants saw six repetitions of morphs ranging from 40% angry to 100% angry (70% morph omitted to create category boundary). In the neutral shifted condition (n = 30 children, 33 adults), participants saw six repetitions of morphs ranging from 0% angry to 60% angry (30% morph omitted to create category boundary). Participants did not receive feedback during this phase. Stimuli appeared in random order; however, each individual morph was seen once before repeating.

**Results**

**Analytic plan.** In the results that follow, we first report analyses of the supervised learning phase. A logistic generalized linear mixed-effect modeling approach allowed us to examine the relative steepness of children’s and adults’ category boundaries, which indicated how precise and categorical their representations of calm and upset became during the brief supervised learning phase. To ensure that children and adults were able to do the task equally well, we also looked at overall accuracy. Next, we used the same logistic regression approach to analyze participant judgments in the testing phase. In particular, we examined whether participants’ category boundaries shifted as a function of experimental condition (unshifted, anger shifted, and neutral shifted), and whether children and adults differed in their sensitivity to the shifted distributions. Results from the logistic regression are reported with odds ratios (OR), which indicate by how much the odds of an upset response increase (OR > 1) or decrease (OR < 1) with a unit increase in the predictor variable (e.g., OR = 2 means the odds of an “upset” response double). All analyses were conducted in the R environment (R Development Core Team, 2008) with the lme4 package, Version 1.1–15 (Bates, Mächler, Bolker, & Walker, 2015).

**Supervised learning phase.**

**Individuals established a category boundary via supervised learning.** First, we assessed whether children and adults were able to learn the category boundary that we taught during the supervised phase. Since the responses were dichotomous, we used logistic generalized linear mixed-effects models, regressing response (calm = 0, upset = 1) on the interaction between centered Age Group and mean-centered Percent Anger (ranging from 20 for mostly neutral facial expression to 80 for mostly angry facial expression, at 5-unit intervals), with a by-participant random slope for Percent Anger. The main effect of Percent Anger was significant, with the odds of an image being categorized as upset increasing by a factor of 6.77 with every 10% increase in anger intensity, b = 1.91, $\chi^2(1) = 640.53, p < .001$.

**Children and adults did not differ in the formation of categories via supervised learning.** The main effect of Age Group was not significant, indicating that age did not alter the overall probability of someone categorizing a face as “upset”, b = 0.10, $\chi^2(1) = 0.63, p = .427$, odds ratio (OR) = 1.11. The interaction between Age Group and Percent Anger tended toward statistical significance: Shifting 10% in percent anger present in a face increased the odds of it being categorized as upset by a factor of 1.25 more for adults compared to children, b = 0.22, $\chi^2(1) = 3.32, p = .069$. In other words, the slope of the category boundary on supervised learning trials was marginally steeper (more categorical) for adults compared to children (see Figure 2). This marginal difference in category boundary steepness notwithstanding, children and adults seemed to learn the explicitly taught calm and upset categories and performed comparably.
We next determined whether children and adults differed in their overall performance in the supervised learning phase. We regressed participants’ proportion of correct responses on Age Group (coded as children = 0, adults = 1). Children (accuracy $M = 0.89, SD = 0.10$) and adults (accuracy $M = 0.90, SD = 0.08$) did not differ significantly in their overall proportion of correct responses, $b = 0.01, F(1, 390) = 2.37, p = .125, \eta^2_p = 0.006$.

**Testing phase.** Next, we examined the effect of shifting the statistical distribution of facial images on participants’ categorization in the testing phase. We used the same generalized linear mixed-effect model as with the supervised phase data, with the addition of two dummy variables to compare responses in the neutral shifted and anger shifted conditions to the unshifted condition. The full model regressed participant responses on a three-way interaction between Percent Anger, Age Group, Experimental Condition dummy variables, plus all lower-order fixed effects and a by-participant random slope for Percent Anger.

*Figure 2.* Experiment 1 supervised learning phase: Model predictions and participant-level data. Lines are point estimates from logistic mixed-effects models with the interaction between Age Group and Percent Anger, and lower-order effects. Error bands represent standard errors of the point estimates. Points are individual participants’ proportion of “upset” responses at a given facial expression morph value. See the online article for the color version of this figure.

Exposure to shifted distributions altered participants’ category boundaries. Our primary question of interest was whether participants would override explicitly learned emotion category boundaries based upon mere passive exposure to a new statistical distribution of facial input. Participants did shift their emotion categories during the testing phase in response to the intensities of emotions they encountered. The main effect of Experimental Condition was significant, $\chi^2(2) = 453.66, p < .001$ (see Figure 3). Dummy coded parameters indicated that the anger-response threshold was significantly earlier (i.e., occurred at a lower percentage morph) in the morph continuum for participants in the
neutral shifted condition, $b = 2.07, z = 10.32, p < .001, OR = 7.93$ and significantly later (i.e., occurred at a higher percentage morph) in the morph continuum for the anger shifted participants, $b = -2.44, z = -12.36, p < .001, OR = 0.09$, in comparison with the participants in the unshifted condition. These estimates indicate that both children and adults adapted their categories about which faces constituted anger in accord with the facial configurations encountered in the shifted experimental conditions. Furthermore, the Experimental Condition × Age Group interaction was not significant, $\chi^2(2) = 3.09, p = .214$. In other words, children and adults shifted their boundaries to the same extent.

Finally, the Experimental Condition × Percent Anger interaction was not significant, indicating that participants’ category boundaries were no less steep if they were in a shifted condition, $\chi^2(2) = 1.09, p = .580$. In other words, to the extent that the sharpness of a category boundary indicates the precision of the participant’s category representation, participants’ representations were equally precise even when their category boundaries moved substantially between the supervised learning and testing phases.

**Adults more readily adapted to the range of emotion expression intensity.** Children and adults did not differ in their overall use of calm and upset responses in the unshifted condition (controlling for all other variables, $b = -0.01, \chi^2(1) = .001, p = .970$). However, the interaction between Age Group and Percent Anger was significant, with the effect of 10% increases in morphed anger being greater by a factor of 2.816 for adults compared to children.

---

*Figure 3.* Experiment 1 testing phase: Model predictions and participant-level data. Lines are point estimates from logistic mixed-effects models with the three-way interaction between Age Group, Condition (dummy coded for the sake of graphing), and Percent Anger, and all lower-order effects. Error bands represent standard errors of the point estimates. Points are individual participants’ proportion of “upset” responses at a given morph value. Vertical lines indicate the implied category boundary for each condition. Horizontal bars at the top indicate the range of morphed images to which participants in each of the three conditions were exposed. See the online article for the color version of this figure.
b = 1.04, χ^2(1) = 27.52, p < .001. This effect can be observed by the slightly steeper curves for adults compared to children in Figure 3. Thus, adults have more precise categories across experimental conditions compared with children. The three-way interaction between Age Group, Percent Anger, and Experimental Condition was not significant, χ^2(2) = 4.21, p = .122.

Discussion

After just a brief exposure to a new statistical distribution of facial emotions, children and adults changed their thresholds for what they considered to be someone feeling upset. Yet despite updating their category boundaries, participants in the neutral and anger shifted conditions showed comparable categorical precision to the perceptual judgments of participants in the unshifted condition. In other words, the new categorical representations were as distinct as those for which participants could continue to rely on the explicitly taught category boundary. While these data do not necessarily address how children initially acquire emotion categories, the data provide evidence that these perceptual categories are flexible. This evidence supports the view that statistical distributions of facial configurations influence people’s representations of emotion categories. And, in turn, Experiment 1 suggests that categories for, and interpretations of, anger are malleable and can be adjusted according to the patterns in the environment.

Adults established (during the supervised and testing phases) somewhat steeper category boundaries compared to children, likely reflecting that adults have more precise category representations of facial anger overall. It may be that categorization becomes more robust and efficient with experience, particularly as adults prioritize facial cues, whereas children are learning how to interpret faces and divide their attention equally between faces and other contextual information (Leitzke & Pollak, 2016). However, children’s performance was nevertheless characterized by the high degree of flexibility in learning that has been observed across cognitive domains (e.g., Gopnik et al., 2017).

Experiment 2

In Experiment 1, participants were able to rapidly update their category boundary between neutral and angry for a single model. We suggest such emotion perception flexibility allows perceivers to adjust to the expressive tendencies of the people in their current environmental context. But some social environments contain people with diverging expressive styles—for instance, one friend may be highly expressive, with unambiguous anger displays, and another friend may have expressions of anger that are much more subtle. When a perceiver encounters multiple people with distinct ranges of expression, does their category boundary reflect an average of all the individuals’ expressive ranges? Or do perceivers track the probabilistic distributions of individual expressers and establish a unique category boundary for each social actor? To address this question, we trained adult participants on a common category boundary for three different actors (within-subject), and then exposed participants to a testing phase, where each actor’s expressive distribution was shifted to a different distribution of intensity of facial displays. In addition to assessing whether perceivers are sensitive to, and can track, intraindividual variation in emotion expression, we asked whether perceivers make functional use of these differences in forming judgments of the expressers. The influence of distributional information on perceivers’ explicit judgments about expressers has implications for unpacking the relation between perceptual cues and social behavior. Participants were constrained to adults for Experiments 2 and 3 for two reasons: (a) there were no developmental differences in the extent to which children and adults shifted boundaries in Experiment 1 and (b) moving to a within-subjects design required a greater number of trials, which we thought would be demanding for children.

Method

Participants. Participants were 55 adults (34 female, 18 male, 3 unreported gender; age range = 18–21 years, M_age = 18.77 years, SD_age = 0.70 years). We aimed for 40 participants because 30 participants per cell was sufficient in Experiment 1. Because of overscheduling, we collected data on 55 participants. One participant was excluded for inattention (as defined by only using one response option throughout the task). Adults were undergraduates at the same university as Experiment 1 and participated for course credit (7% African American, 16% Asian American, 4% Hispanic, 4% multiracial, 67% White, 4% unreported). Participants gave informed consent. The Institutional Review Board approved the research.

Face stimuli. Stimuli included images of facial expressions of emotion for two male models (Model #24 and Model #42) and one female model (Model #10; same as in Experiment 1) selected from the MacArthur Network Face Stimuli Set (Tottenham et al., 2009). As in Experiment 1, all models’ facial expressions were morphed in increments of 5% from a 100% neutral expression (i.e., 0% angry) to a 100% angry expression of emotion, creating 21 equally spaced images (Gao & Maurer, 2009). Stimuli were presented with PsychoPy (v1.83.04).

Procedure. The procedure was identical to Experiment 1 except for the following minor changes to the instructions, the number of trials in the introductory, supervised, and testing phases, and the addition of actor trait judgments at the end of the task. In the introductory phase, participants were introduced to three models (Jane, Tom, and Brian). All other instructions were the same, with Jane, Tom, and Brian replacing Jane. Eighteen practice trials were completed (six per actor). In the supervised phase, the number of trials was adjusted to account for the new actors. Stimuli consisted of three repetitions per actor, using the same morphing increments as before, for a total of 108 trials. In the testing phase, the unshifted, neutral shifted, and anger shifted conditions all occurred within-participants. Participants saw 72 trials of each model for a total of 216 trials. As the number of trials per model was the same as in Experiment 1, we used the same distributions of morphs. The actor assigned to each distribution (unshifted, anger shifted, or neutral shifted) was randomized across participants.

At the end of the task, participants completed an assessment of trait judgments about the actors whose faces they viewed during the experiment. For each actor, they were shown the actor’s 100% happy expression and were asked to, “Rate your impression of Jane/Brian/Tom: How likeable/approachable/irritable/angry/friendly is this person?” Each actor was judged on each trait, for a total of 15 questions; the order of the actors was...
randomized between participants. Because of a programming error, trait judgment data was lost on five participants.

**Results**

**Analytic plan.** Here we report results from the testing phase. Results from the supervised phase are available online. We followed the same data processing and analysis procedure as Experiment 1, making changes only as demanded by the modified design of Experiment 2. Specifically, there was no Age variable (because we only included adults in this study) and the random effects structure for the testing phase model was adjusted to reflect the within-subject nature of the Actor Condition variable (dummy variable that coded for the neutral shifted, unshifted, or anger shifted actor). We then made a cross-study analysis of the current data and the adults’ data from Experiment 1 to compare participant efficiency in learning the shifted category boundaries when participants needed to track the distributions of multiple people’s facial expressions. Last, we report analyses of the actor trait judgments.

**Testing phase.** We regressed participants’ responses (0 = calm, 1 = upset) on the interaction between Actor Condition and Percent Anger. The maximal model with by-participant random slopes for the interaction term and lower order terms failed to converge, so we removed the lower order random slopes (Brauer & Curtin, 2018). The main effect of Actor Condition was significant, $\chi^2(2) = 251.53, p < .001$, indicating that participants established distinct category boundaries for each of the three actors. The dummy coded parameters indicated that the anger-response threshold was significantly earlier (i.e., at a lower anger percentage) in the morph continuum when the actors were neutral shifted, $b = 0.82, z = 9.62, p < .001$, OR = 2.27, and significantly later (i.e., at a higher anger percentage) in the morph continuum when the actors were anger shifted, $b = -0.62, z = -7.45, p < .001, OR = 0.54$, compared to when the actors were unshifted. The intercept was not significantly different from 0, indicating that participants’ category boundaries for the unshifted actor remained at the 50% anger point (the boundary trained during the supervised phase), $b = -0.06, \chi^2(1) = 0.25, p = .619, OR = 0.94$.

The interaction between Percent Anger and Actor Condition was also significant, $\chi^2(2) = 7.40, p = .025$, indicating that the steepness of the category boundary slopes was not uniform across the three shifted Conditions. The dummy coded interaction terms suggest that the slope of the category boundary for the neutral shifted actors was steeper than the slope for the unshifted actors, $b = 0.35, z = 2.67, p = .008, OR = 1.42$, while the slope for the anger shifted actors only trended toward being steeper than the unshifted actors slope, $b = 0.18, z = 1.65, p = .10, OR = 1.20$.

**Adapting emotion representations for multiple expressers.** The above analyses indicate that participants did not maintain a single emotion category for each of the different actors in the testing phase. Rather, participants were able to encode each actor’s particular distribution of facial displays and formed distinct category boundaries for each actor.

It is possible that the multiple actor context caused participants to draw comparisons between the actors. For instance, perhaps viewing Tom’s distributions colored participants’ interpretations of Jane’s expressions. To test this possibility, we analyzed the adult data from Experiment 1 along with trials from Experiment 2 in which Jane was the target (since Jane was the only target in Experiment 1) across all possible shifts (neutral shifted, unshifted, anger shifted). We regressed participant responses on the Actor Condition × Percent Anger interaction (as above), plus each of those variables’ interactions with Experiment (Experiment 1 = −.5, Experiment 2 = .5). Next, we included by-participant random slopes for the Actor Condition × Percent Anger interaction. The interaction between Experiment and Actor Condition was significant, $\chi^2(2) = 45.98, p < .001, ORs = 0.31$ and 9.41, demonstrating that participants did not shift their boundaries for Jane as far when they were also seeing Tom and Brian’s competing expression distributions (see Figure 4). The interaction between Experiment and Percent Anger was also significant, such that participants had steeper (more categorical) category boundaries in Experiment 1 compared to Experiment 2, $\chi^2(1) = 63.53, p < .001, OR = 0.41$.

The effect of shifted distributions on trait judgments of actors. Participants’ ratings of each of the three actors’ anger, irritability, likability, friendliness, and approachability were strongly correlated ($rs > .64$), so we computed an average score of Overall Evaluation (higher scores indicate more positive evaluations of the target; models analyzing each of the five judgments separately are online). Participants were expected to rate the actors in the neutral shifted condition most positively, followed by the unshifted actors, then the anger shifted actors, since the latter had the most “intense” negative facial movements. This prediction translated into a linear contrast (neutral shifted = −.5, unshifted = 0, anger shifted = .5), and created an orthogonal quadratic contrast variable (neutral and anger shifted = −.33, unshifted = .66). We then regressed the Overall Evaluation scores on the two contrast variables. After initially fitting a linear mixed-effect model with random slopes for both contrast variables, we removed the orthogonal quadratic contrast’s random slope when the model failed to converge (Brauer & Curtin, 2018). The linear variable trended toward significance, $b = -0.26, t(71.47) = -1.85, p = .06, OR = 0.77$ (the orthogonal contrast was not significant). In other words, we found suggestive—but not statistically significant—evidence that participants made more negative trait attributions about actors with more extreme anger expressions compared to the actors with more subtle expressive distributions during the task (even though the actors displayed the same, 100% happy expression, when trait ratings were obtained). Thus, participants not only updated their category boundaries in response to the shifted distributions of anger expressions, but may have also formed impressions of the actors’ emotional traits based on those distributions.

**Discussion**

Experiment 2 demonstrates that, when faced with multiple people differing in anger expressivity, perceivers formed individual-specific category boundaries. This effect indicates robustness of statistical learning, allowing perceivers to both track and integrate multiple distributions simultaneously. Additionally, a trend in the data suggests that perceivers formed trait judgments that varied based on the statistical distribution of each individual’s expressivity.
ity. While the effect on actor trait judgments was small, if valid, it would indicate that perceptual categories have a functional implication in how individuals engage with social partners.

One notable limitation for Experiment 2 (and Experiment 1) is the presence of the supervised phase that occurred before participants engaged in the testing phase. In the supervised phase, participants were trained to a midpoint category boundary. Perhaps, as a result of this training, participants acquired an assumption that they should respond “red room” for 50% of the trials and respond “blue room” for 50% of the trials for each actor. Participants acting in accordance with this assumption would demonstrate the same pattern of results observed in Experiment 2. To address this potential confound, we attempted to replicate Experiment 2, but removed the supervised learning phase. Therefore, the testing phase of Experiment 3 fully constitutes unsupervised learning in that participants are exposed to the stimuli without any prior feedback regarding categorization.

**Experiment 3**

**Method**

**Participants.** Participants were 40 adults (21 female, 19 male; age range = 18–21 years, $M_{age} = 18.88$ years, $SD_{age} = 0.88$ years). We aimed for 40 participants as in Experiment 2. Adults were undergraduates at the same university as in Experiments 1.
and 2, who participated for course credit (5% African American, 10% Asian American, 8% Hispanic, 3% Multiracial, 75% White). Participants gave informed consent. The Institutional Review Board approved the research.

Face stimuli. Stimuli used were identical to those in Experiment 2.

Procedure. The procedure was identical to Experiment 2 except that the introductory phase was shortened and the supervised learning phase was omitted. The introductory phase consisted of six trials in which each actor’s 0% angry and 100% angry morphs were presented. Participants also completed the survey of actor judgments at the end of task, though because of program errors, only 37 of the participants had complete survey data.

Results

Analytic Plan. We followed the same data processing and analysis procedure as Experiment 2.

Testing phase. The model was identical to Experiment 2. The intercept term was significantly different from 0, suggesting that in the absence of the supervised phase, participants’ category boundary for the unshifted actors was not at 50% anger, $b = 1.88$, $\chi^2(1) = 68.85, p < .001, OR = 6.55$. Participants who have never received feedback on their responses tended to categorize an expression as upset at a lower anger percentage (see Figure 5). As in the previous experiments, the effect of Actor Condition was significant, $\chi^2(2) = 32.10, p < .001$. The dummy coded parame-

Figure 5. Comparing Experiments 2 and 3 testing phase responses. Participants in Experiment 3 did not complete initial supervised trials. Therefore, they tended to start from a default category boundary that was much lower in anger as compared to the 50% boundary taught to participants in Experiment 2 in the supervised learning phase. Despite this main effect of removing the supervised trials (illustrated by the dashed Experiment 3 lines being further to the left), Experiment 3 participants nonetheless learned distinct category boundaries for each of the three actors. See the online article for the color version of this figure.
ters indicated that the category boundaries for the neutral shifted actors were at a lower anger percentage than for the unshifted actors, $b = 0.52, z = 3.92, p < .001, OR = 1.68$. Participants’ boundaries for anger shifted actors trended toward being at a higher anger percentage than for the unshifted actors, $b = -0.21, z = -1.69, p = .09, OR = 0.81$. Thus we replicated the overall effect from Experiment 2, even after removing the potential confound of the supervised phase.

The effect of initial supervised learning: Comparing Experiments 2 and 3. We combined the testing phase data from Experiments 2 and 3 (coded as -5 and .5, respectively) to examine whether the initial supervised phase (which was only present in Experiment 2, and trained participants to an initial boundary location of 50% for all actors) changed participants’ response patterns in the subsequent testing phase. The model structure was identical to that of the model comparing Experiments 1 and 2.

The main effect of Experiment was significant, such that participants in Experiment 3 made significantly more upset categorizations than calm, $b = 1.95, \chi^2(1) = 63.42, p < .001, OR = 7.03$. This is illustrated in Figure 5 by the overall leftward shift of the Experiment 3 lines. The interaction between Actor Condition and Experiment was also significant, $\chi^2(2) = 16.14, p < .001$. The dummy coded interaction terms indicate that the Experiment 2 participants shifted their responses on anger shifted trials significantly further from their unshifted trial responses, when compared to Experiment 3 participants, $b = 0.38, z = 2.56, p = .01, OR = 1.46$. The moderating effect of Experiment on the distance between the neutral shifted boundary and the unshifted boundary was not significant, $b = -0.23, z = -1.55, p = .12, OR = 0.79$.

The effect of shifted distributions on actor judgments. We took an identical approach to analyzing participants’ ratings of the three actors’ anger, irritability, likability, friendliness, and approachability, which we averaged into an Overall Evaluation score. The linear contrast for Actor Condition was significant, such that participants’ evaluations of the three actors became increasingly negative as their expressive distributions shifted toward the more angry end of the continuum, $b = -0.39, t(48.63) = -2.15, p = .04, OR = 0.68$.

Discussion

Experiment 3 was identical to Experiment 2 but lacked the initial supervised phase. We did this to determine whether participants’ seeming sensitivity to each actor’s distribution merely reflected a tendency to categorize half of each actor’s expressions as upset, a task demand that the supervised phase may have inadvertently enforced. In comparing Experiment 2 and Experiment 3, it appears that the supervised phase in Experiment 2 served to: (a) bring all participants away from their default anger detection threshold to a common 50% anger boundary, and (b) make participants somewhat more sensitive to the distinct expression distributions for each actor. The latter effect may be due to Experiment 2’s task demand to respond “calm” and “upset” equally for each actor. However the effect of shifting each actor’s distribution in Experiment 3 did not go away when the supervised phase was removed. This suggests people can and do encode the unique expressive ranges of individuals and categorize their expressions accordingly, regardless of task demands.

General Discussion

People represent facial configurations as members of categories (Cong et al., 2018; de Gelder, Teunisse, & Benson, 1997). But it was unknown whether and how people flexibly change them to reflect their social contexts, and whether this tendency changes with age. The present data provide support for the view that the statistical distribution of observed expressions operates on people’s representations of emotions, highlighting the malleability of emotion categories across ages, and (though not directly tested here) suggesting a potential mechanism through which emotion categories might be formed. Further, the specificity and efficiency with which the boundaries shifted during exposure to the distribution of faces—even with multiple actors—suggests that these learning processes are both robust and flexible.

Exploring a Mechanism for Adjusting to the Expressive Styles of Others

The current work suggests that unsupervised statistical learning is one way in which perceivers quickly adjust their interpretation of facial emotions according to individual differences in expressivity. People often encounter shifts in how emotions are expressed, both in the short term (e.g., with a particularly expressive social partner) and in the long term (e.g., when visiting a new culture). Substantial variability in expressivity exists (Friedman, Prince, Riggio, & DiMatteo, 1980), some resulting from personality (Friedman, DiMatteo, & Taranta, 1980) and gender (Kring & Gordon, 1998), such that some individuals are more expressive facially than others. To successfully engage with others, observers must be able to track and adjust to such individual differences. At the same time, and consistent with the data reported here, patterns of individual variation are not independent, as perceivers also integrate exemplars with reference to each other.

On a larger scale, entire cultures vary in production of facial expressions (Niedenthal et al., 2017). Cross-cultural differences in expressivity are thought to be cultural adaptations to social and ecological pressures, and interactions with people from other cultures partly rely on an observer’s ability to quickly adjust to the expressive style of their new social partner (Girard & McDuff, 2017; Rychlowska et al., 2015; Wood, Rychlowska, & Niedenthal, 2016). The current work elucidates one way in which perceivers quickly adjust their interpretation of facial emotions, that is, depending upon statistical properties of their social partner’s expressivity. To successfully engage with others, observers must be able to learn from and adjust to these variations. Future research can explore the possibility that this process of tracking the distributitional properties of emotional displays contributes to children’s initial acquisition of emotion representations and expressivity norms as they navigate the social world.

Finally, the current work suggests that emotion perception researchers should proceed with caution whenever using emotion categorization or detection tasks to measure individual differences they assume to be stable (e.g., Baron-Cohen, Wheelwright, Hill, Raste, & Plum, 2001). Here we found that people’s emotion category representations are flexible and responsive to the distribution of cues in the social context.
Limitations and Future Directions

In one sense, the laboratory paradigm is a very simplified version of emotion categorization. Yet, it still provides insights into real-world behavior. Rather than having participants simply label a face with emotion words (something people arguably rarely do in everyday life, but often are asked do in the laboratory), participants predicted the actor’s likeliest next behavior. No emotion labels were encountered in the supervised and testing phases of the experiment. We suggest the current task bears closer resemblance to what people do with the information they extract from the faces of people around them (Martin, Rychlowska, Wood, & Niedenthal, 2017). However, while we avoided labels that imply an internal state, such as anger, and did not use labels as the forced-choice options, our use of the terms calm and upset during the instructions and practice trials may have influenced participants’ representations of the stimuli (see Doyle & Lindquist, 2018; Lupyan, Rakison, & McClelland, 2007).

Future research can also consider how this learning and updating process generalizes across emotions. The current study explored the effects of supervised and unsupervised learning on anger; future research can confirm that similar processes operate across other emotion categories. Anger indicates a potential threat, and is an especially salient and attention-grabbing stimulus. It could be that adults and children are more attuned to the patterns of anger expressions than other expressions. Additionally, an interesting next step will be to examine how these learning processes operate when embedded in richer contexts that mimic the social world. For example, antecedent events and behavioral consequences that precede and follow a facial expression can shape or reinforce a perceiver’s current and future interpretations of the expression (Barrett, Mesquita, & Gendron, 2011).

Conclusion

The current experiment is the first known demonstration that exposure to a particular statistical distribution of facial emotion changed people’s emotion category boundaries. That emotion categories are malleable and responsive to environmental statistics raises new possibilities for understanding human emotion perception. Such flexibility also allows individuals to adjust emotion concepts across contexts and organize appropriate behavioral responses based on the available sociocultural cues.
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Correction to Kurczek, Brown-Schmidt, and Duff (2013)

In the article “Hippocampal Contributions to Language: Evidence of Referential Processing Deficits in Amnesia” by Jake Kurczek, Sarah Brown-Schmidt and Melissa Duff (Journal of Experimental Psychology: General, 2013, Vol. 142, No. 4, pp. 1346–1354. http://dx.doi.org/10.1037/a0034026), in Figure 3, the plots for the amnesia participants and healthy matched comparison participants were slightly distorted, although the overall pattern of results is correct. In Figure 4, two of the error bars were inadvertently swapped with each other. The figure caption for Supplemental Table 1 is incorrect and should note instead that there are 1,547 trials. The figure caption for Supplemental Table 2 is incorrect and should note instead that there are 1,904 trials.

The online version of this article has been corrected.
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